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Pure Monopoly models are where a single product or maker controls the market. There are no competitors, and the provider can theoretically drive up prices as they like. Examples of pure monopolies include entities like utility companies and government-run liquor stores.

Marketing models that have stood the test of time | Smart Insights. A review of 15 classic marketing models to include when developing your marketing and digital marketing plans. This model allows marketers to visualise a brand’s relative position to competitors in the market place by plotting consumer perceptions of the brand and competitor brands against the attributes that drive purchase. There are 4 basic market models: pure competition, monopolistic competition, oligopoly, and pure monopoly. Because market competition among the last 3 categories is limited, these market models imply imperfect competition. In a purely competitive market, there are large numbers of firms producing a standardized product. Market prices are determined by consumer demand; no supplier has any influence over the market price, and thus, the suppliers are price takers. So many marketing models have been developed over the years, that it can be overwhelming to know what to use and when. A few years ago now, I was talking to marketing consultant and trainer, Annmarie Hanlon about the power and challenge of using planning models and we decided it would be good to collaborate to create a free guide where we picked and explained the most useful, practical models for students and professionals alike to share. This guide was published in 2013 and has been updated since...